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Multi-Task Training has Morphed into Instruction Tuning

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” 2021. https://arxiv.org/abs/2110.08207

Chatbots Multi-task learning

Modern instruction-
tuned models



Brief History of Chatbots

• Chatbot designed to imitate a psychotherapist

• Entirely rule-based:
– It seems that you love me →

– (#0 you #1 me) →

– (What makes you think I #1 you ?) →

– What makes you think I love you?

• This worked extremely well because reflecting back a 
patient's words to the patient is a standard paradigm for 
psychotherapy.

• No memory. Reverts to basic platitudes when user’s 
message doesn’t match any of the hardcoded patterns.

• Smartchild and other early 2000s bots used similar 
techniques.

ELIZA Computer Program For the Study of Natural Language Communication Between Man and Machine. http://www.universelle-automation.de/1966_Boston.pdf

Eliza (1966)



Brief History of Chatbots

• Store all messages from all users in a database.

• When a user types a query to the chatbot, retrieve a message from the database that is the 
best possible response to the user’s query.

– Retrieval is heuristics-based.

– Cleverbot is learning from humans.

https://www.cleverbot.com/

Jaberwocky (1997) / Cleverbot (1966)



Brief History of Chatbots

• Circa 2015: focus of neural language models 
was still mostly on machine translation, but 
researchers were beginning to apply these 
techniques to other domains.

• Input is previous message in conversation, 
target is the next message.

• Terrible at multi-turn understanding/memory.

LSTM-based chatbots (2015)



Brief History of Chatbots

• Circa 2015: focus of neural language models 
was still mostly on machine translation, but 
researchers were beginning to apply these 
techniques to other domains.

• Input is previous message in conversation, 
target is the next message.

• Terrible at multi-turn understanding/memory.

LSTM-based chatbots (2015)



Brief History of Chatbots

• Same idea of inputting the conversational 
history and predicting the next message.

• By moving from LSTMs to Transformers:
– We now have much longer sequence lengths to work 

with.

– It’s ossible to train on larger amount of data, and 
data quality starts to become a top consideration.

“Towards a Human-like Open-Domain Chatbot.” https://arxiv.org/abs/2001.09977

Meena (2020)



Brief History of Chatbots

• Decoder-only Transformer model

• Cemented the paradigm of pre-train on internet text then finetune on chat data.

• These models were the beginning the transition away from

 “one trained model for each task” to 

 “one trained model for all the tasks with conversation as the interface.”

• This is about where we still are today.

“Aligning language models to follow instructions.” https://openai.com/index/instruction-following/

InstructGPT / ChatGPT (2022)



Language models still expect text as input.

How does a conversation get turned into a textual input?



Language models still expect text as input.

chat = [

  {"role": "system", "content": "You are a warrior from Saturn."},

  {"role": "user", "content": "Why do you visit earth?"},

  {"role": "assistant", "content": "To plan our invasion."},

  {"role": "user", "content": ”Should I be worried?"},

]

LLaMA prompt construction

How does a conversation get turned into a textual input?
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LLaMA prompt construction

How does a conversation get turned into a textual input?

Chatbot LLMs are finetuned on data 

in a similar format to this.
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What is an AI agent?

An AI agent is an intelligent system that can reason about an 
environment and act in it.
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An AI agent is an intelligent system that can reason about an 
environment and act in it.

Example: chess-playing agent

Environment: the chess board

Action space: all valid moves on the board

Goal: to win the game



What is an AI agent?

An AI agent is an intelligent system that can reason about an 
environment and act in it.

Example: self-driving car

Environment: the real world around the car

Actions: accelerate, brake, turn, etc.



Is ELIZA an AI agent?



Is ELIZA an AI agent? 

Environment: the conversation

Action space: all possible things ELIZA could say.

Sort of.



Is ELIZA an AI agent? 

Environment: the conversation

Action space: all possible things ELIZA could say.

However, more commonly when we talk about chatbots as AI agents, we are referring to them 
performing actions other than just emitting text.

Sort of.



What distinguishes a language agent from a chatbot? 

• An agent…
– exists within an environment

– can take actions that change its environment

– can converse with other agents within the environment

– has a persona

– has a goal

– has internal memories and beliefs

– Can reason about actions to take based on the stored memories/beliefs

ELIZA and general-purpose chatbots (e.g. ChatGPT) do not exist in an environment 
they can alter, and they do not have specific goals. All memory is implicit in the 
conversational history.



A conceptual framework for language agents

“Language Agents: Foundations, Prospects, and Risks.” https://aclanthology.org/2024.emnlp-tutorials.3.pdf



Can you name some language agents?



Why care about building language agents?

• Entertainment / video games

• Modeling real-user behaviour
– For example, testing a new application with “mock” users could be less expensive than hiring real users to 

test it out.

• Working toward embodied agents.
– Embodied agents take actions in the physical word (e.g. self driving cars)

– We can use agents acting in a virtual environment to measure progress toward agents acting in a real one.

• Agents are ahallenging evaluation platform for natural language understanding 
and reasoning.



Three Case Studies

• Agents in a fantasy text adventure game
– “Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 

2021.

• Diplomacy-playing agent
– “Human-level play in the game of Diplomacy by combining language models 

with strategic reasoning.” Bakhtin et al. 2022.

• Interactive Simulacra of Human Behavior
– “Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

https://aclanthology.org/D19-1062/
https://aclanthology.org/D19-1062/
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://arxiv.org/abs/2304.03442v1


LM agents in a fantasy text adventure game

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

• Environment:
– Locations, randomly glued together into a 

map
– Each location also has some number of 

items In it

• Agents:
– Each agent is situated in the environment.
– Each agent possess some number of items

• Agent actions:
– Emote: {applaud, cringe, cry, etc.}
– Chat with other agents
– Perform a physical action (e.g. “put robes in 

closet” or “eat salmon”)

• Agent, locations, and items have natural 
language descriptions.

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.
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LM agents in a fantasy text adventure game

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.

Task: Generate a conversation between the thief and the gravedigger, with predictions of 
which actions/emotes they will take after each conversational utterance



LM agents in a fantasy text adventure game

Input to language model:
– Descriptions of the location, objects, characters, other’s actions, self-actions

Output of language model:
– Dialog turn + action or emote

Learning to Speak and Act in a Fantasy Text Adventure Game



LM agents in Diplomacy

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in Diplomacy

• Seven players compete to control 
countries (SCs) on a map.

• At each turn, players chat with each-other 
to decide on their actions.

– Any promises, agreements, threats, etc. are non-
binding.

• Once chatting is over, players may choose 
to

– Move their units, waging war if into an already-
occupied region

– Use their units to support other units (which 
could include the units of a different player)

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.
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countries (SCs) on a map.

• At each turn, players chat with each-other 
to decide on their actions.

– Any promises, agreements, threats, etc. are non-
binding.

• Once chatting is over, players may choose 
to

– Move their units, waging war if into an already-
occupied region

– Use their units to support other units (which 
could include the units of a different player)

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.

Task: An LM agent that follows the same rules and norms as the human agents and has as 
good a win-rate as skilled human players.



LM agents in Diplomacy

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in a simulated town

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.
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LM agents in a simulated town

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

• Simulated a town modeled after the 
Sims

• 25 agents
– Each begins the simulation with a pre-

defined set of “seed memories”

– Agents do not have explicit goals

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

• Simulated a town modeled after the 
Sims

• 25 agents
– Each begins the simulation with a pre-

defined set of “seed memories”

– Agents do not have explicit goals

• At each step:
– Each agent outputs a natural language 

statement of their action
• “write in journal”

• “walk to pharmacy”

• “talk to Joe”

– Actions and environment state are parsed 
into memories, reflections, and observations

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

The internal state of each agent (memories, reflections, etc.) is stored entirely in 
natural language. Reasoning about actions is conducted in natural language.

This means they are completely interpretable and also editable.

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

What makes this setup cool?
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LM agents in a simulated town

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

What makes this setup cool?



LM agents in a simulated town

There’s more information than can fit into an LM context window. Most of this won’t be 
relevant to any given prediction.

Town Sim solves this by having each agent keep around a database of memories, and only 
the most useful memories are used to predict actions 

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

Challenge: there’s so much natural language state!

Recency: 
Favor recent memories
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LM agents in a simulated town

There’s more information than can fit into an LM context window. Most of this won’t be 
relevant to any given prediction.

Town Sim solves this by having each agent keep around a database of memories, and only 
the most useful memories are used to predict actions 

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

Challenge: there’s so much natural language state!

Relevance:
Compute embedding of query memory and each 
memory in database.

Score database memories by dot product with 
query memory.



Three Case Studies

• Agents in a fantasy text adventure game
– “Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 

2021.

• Diplomacy-playing agent
– “Human-level play in the game of Diplomacy by combining language models 

with strategic reasoning.” Bakhtin et al. 2022.

• Interactive Simulacra of Human Behavior
– “Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.
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What do these three case studies have in common?

Language models are used to:

– Create dialog between different agents

– Predict actions

– Choose what information (from the environment and from the agent’s internal 

state) to use when deciding on an action.

.



What do these three case studies have in common?

Language models are used to:

– Create dialog between different agents

– Predict actions

– Choose what information (from the environment and from the agent’s internal 

state) to use when deciding on an action.

.



What do these three case studies have in common?

Challenges faced:

– Converting environment and agent state into natural language

– Converting natural language into agent actions and environment changes

– Deciding what parts of the reasoning and decisionmaking process are best 

done by a language model vs. other methods (e.g. a policy learned with RL).

– Are customized language models necessary?



Can we trust an LLM to choose reasonable actions?

• Fantasy Text Adventure Game
– Yes, via a finetuned BERT-based ranker

• Simulated Town
– Yes, through prompting GPT-3 with an agent’s description and memories

– Hierarchical generation: generate a broad plan first, and then generate smaller steps in the 
plan

• Diplomacy
– No, use a reinforcement learning agent trained through self-play to output an action intent



What do these three case studies have in common?

Challenges faced:

– Converting environment and agent state into natural language

– Converting natural language into agent actions and environment changes

– Deciding what parts of the reasoning and decisionmaking process are best 

done by a language model vs. other methods (e.g. a policy learned with RL).

– Are customized language models necessary?



Large Language Models: Methods and Applications

Human Evaluation and its 
Challenges

Daphne Ippolito and Chenyan Xiong



Why do human evaluation of LLMs?

1. We want to measure whether generated text exhibits desired 
behaviors.
– The behaviors we want to evaluate are hard to quantify in an automatic way.

2. We want to show that one model / NLG system is better than 
another.

3. We want to understand the utility of an LLM within a larger system.
– Extrinsic vs. intrinsic evaluation.
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3. We want to understand the utility of an LLM within a larger system.
– Extrinsic vs. intrinsic evaluation.



Measuring whether generated text exhibits desired behaviors

“Trading off Diversity and Quality in Natural Language Generation.” Zhang et al. 2020.



Measuring whether generated text exhibits desired behaviors

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.



What are some challenges/problems that may arise with having 
evaluators assess individual examples?



What are some challenges/problems that may arise with having 
evaluators assess individual examples?
• Order bias

– The order questions are asked in can influence outcomes.

– The order examples are shown can influence outcomes.

• Scale calibration differences
– One annotator might just be a more positive person than another.

• Not always clear what questions to ask
– If two questions give extremely correlated responses, it was probably not worth asking both.

• Inter-annotator agreement may be low, especially for subjective questions.



Correlated questions

“Comparison of Diverse Decoding Methods from Conditional Language Models.” https://aclanthology.org/P19-1365/
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Perplexity vs. Human Scores (corr = -0.77)

Task: assess each generated dialog utterance on its…
• Fluency

• Adequacy in responding to the previous conversational context, and

• Interestingness

Annotations for fluency and adequacy look very similar.



The Perils of Using Mechanical Turk to Evaluate Open-Ended Text 
Generation

Task: assess generated stories

Meanstd: Mean and standard 
deviation of annotations on 1 to 
5 Likert scale

IAA: Inter annotator agreement 
(Krippendorff ’s α)

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to Evaluate Open-Ended Text 
Generation

Task: assess generated stories

Meanstd: Mean and standard 
deviation of annotations on 1 to 
5 Likert scale

IAA: Inter annotator agreement 
(Krippendorff ’s α)

Ref.: The reference human-
written stories.

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Average assessment differs depending on when the task was run.

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to Evaluate Open-Ended Text 
Generation

Task: assess generated stories

Meanstd: Mean and standard 
deviation of annotations on 1 to 
5 Likert scale

IAA: Inter annotator agreement 
(Krippendorff ’s α)

Ref.: The reference human-
written stories.

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Day 1 had much higher inter-annotator agreement than Day 2.

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to Evaluate Open-Ended Text 
Generation

Task: assess generated stories

Meanstd: Mean and standard 
deviation of annotations on 1 to 
5 Likert scale

IAA: Inter annotator agreement 
(Krippendorff ’s α)

Ref.: The reference human-
written stories.

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Teachers give much lower scores to GPT-2 generated content than AMT workers.

https://aclanthology.org/2021.emnlp-main.97/


When does collecting assessments of individual examples work well?

• When the task has a relatively unambiguous correct answer
– “Is this a good translation?”

– “Does the generated summary contain only facts from the source document?”

– “Is the generation grammatical?”

• When you use enough annotators to have redundancy.
– This allows you to compute inter-annotator agreement.



Why do human evaluation of LLMs?

1. We want to measure whether generated text exhibits desired 
behaviors.
– The behaviors we want to evaluate are hard to quantify in an automatic way.

2. We want to show that one model / NLG system is better than 
another.

3. We want to understand the utility of an LLM within a larger system.
– Extrinsic vs. intrinsic evaluation.



Assessing that one model / system is better than another

• You can use Likert scale-style questions for this, but it is very hard to get 
statistically significant results.

– Scale calibration is a huge challenge.



Show annotators multiple examples in the same UI

“Trading off Diversity and Quality in Natural Language Generation.” Zhang et al. 2020.

https://arxiv.org/abs/2004.10450


Ask annotators to compare outs from two systems

M Sanderson, M Paramita, P Clough, E Kanoulas. Do user preferences and evaluation measures line up? SIGIR 2010.



Have evaluators interact with two LM-systems side-by-side

https://lmarena.ai/
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https://lmarena.ai/



How do we turn pair-wise comparisons into a ranking?

• Tournament-style
– Randomly seed “matches” between pairs of systems.

– The winners play each other.

– Inspired by sports tournaments.

• Elo rating system
– Each system has a rating value

– When two systems play against each other, the loser gives some of its rating to 
the winner.

– The bigger the difference in initial rating, the more the loser takes from the 
winner.

– Inspired by chess ranking system.

• Arena Score (ChatbotArena)



What are some challenges with using ranking approaches?

• We don’t acquire any intuition on why system A is better than system B.

• Studied can be expensive to run if there are many systems we want to compare 
against each other.

• We don’t have an absolute score for each system, only a relative one.

• If we want to evaluate a new system, this cannot be done in isolation; we have to 
choose existing systems to evaluate it against.



In a couple lectures:

• Using language models to assess language models by pretending to 
be human evaluators.



Large Language Models: Methods and Applications

Language Models to Evaluate 
Language Models

Daphne Ippolito and Chenyan Xiong
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