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Multi-Task Training has Morphed into Instruction Tuning

Modern instruction-
tuned models

Chatbots Multi-task learning

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” 202 1. https://arxiv.org/abs/2110.08207



Brief History of Chatbots

Eliza (1966)

« Chatbot designed to imitate a psychotherapist

Welcome to

* Entirely rule-based:
— It seems that you love me -
— (#0you #1 me) >
— (What makes you think | #1 you ?) =
— What makes you think I love you?

 This worked extremely well because reflecting back a
patient's words to the patient is a standard paradigm for
psychotherapy.

« No memory. Reverts to basic platitudes when user’s
message doesn't match any of the hardcoded patterns.

« Smartchild and other early 2000s bots used similar
techniques.

ELIZA Computer Program For the Study of Natural Language Communication Between Man and Machine. http://www.universelle-automation.de/1966_Boston.pdf

EEEEEE

LL IIII
LL II
LL II
LL II
LLLLLL ITIIT Z7

Weizenbaum in 1966.

end made you come here ?




Brief History of Chatbots

Jaberwocky (1997) / Cleverbot (1966)

« Store all messages from all users in a database.

« When a user types a query to the chatbot, retrieve a message from the database that is the
best possible response to the user’s query.
— Retrieval is heuristics-based.
— Cleverbot is learning from humans.

https://www.cleverbot.com/



Brief History of Chatbots

LSTM-based chatbots (2015)

 Circa 2015: focus of neural language models
was still mostly on machine translation, but
researchers were beginning to apply these
techniques to other domains.

 [nput is previous message in conversation,
target is the next message.

_’E

Context
(Previous Sentences)

Figure 1. Using the seg2seq framework for modeling conversa-
tions.

e Terrible at multi-turn understanding/memory.
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Brief History of Chatbots

LSTM-based chatbots (2015)

 Circa 2015: focus of neural language models
was still mostly on machine translation, but
researchers were beginning to apply these
techniques to other domains.

 Input is previous message in conversation,
target is the next message.
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Figure 1. Using the seg2seq framework for modeling conversa-
tions.

e Terrible at multi-turn understanding/memory.

Human: what is moral ?

Machine: what empowered humanity , what in-
tellectual the essence is .

Human: what is immoral ?

Machine: the fact that you have a child .
Human: what is morality ?

Machine: what is altruism ?

Human: what is the definition of altruism ?
Machine: if you don 't believe in god , then you
don 't know .

Human: ok ... so what is the definition of moral-
ity ?

Machine: well , the truth is , you ’re not a be-
liever in god almighty .

Human: fell me the definition of morality , i am
quite upset now !

Machine: i 'm not ashamed of being a philoso-
pher !

Human: what is your job ?
Machine: i 'm a lawyer .
Human: what do you do ?
Machine: i 'm a doctor .



Brief History of Chatbots

Meena (2020)

Go g\e Research Who we are v Research areas ¥  Ourwork ¥  Programs & events v Careers Blog Q

« Same idea of inputting the conversational

history and predicting the next message. _ )
Towards a Conversational B2

Agent that Can Chat

User: How are things?
Evolved Transformer Encoder Block
Meena: They're good. How about you?

About...Anything

January 28, 2020
Posted by Daniel Adiwardana, Senior Research Engineer, and Thang Luong, Senior Research
Scientist, Google Research, Brain Team

Evolved Transformer Decoder Block
User:I'm rrymg to decide what fo watch Evelved Transformer Decoder Block

Evolved Transformer Decoder Block
Meena: What are some of your favorite shows? Evolved Transformer Decoder Block
Evolved Transformer Decoder Elock
Evolved Transformer Decoder Elock
Evolved Transformer Decoder Elock

.. R . 3 L Evolved Transformer Decoder Elock
Meena: | haven't watched that. My favorite Evolved Transf e B

shows are Supernatural, and Star Trek: TNG. Evolved Transh Decoder Block

Evolved Transformer Decoder Block
User: What is TNG? Evolved Transformer Decoder Block
Evolved Transformer Decoder Block Modern conversational agents (chatbots) tend to be highly specialized — they perform well as long as users QUICK LINKS
don't stray too far from their expected usage. To better handle a wide variety of conversational topics,

" D
"
" [

User: | like the Good Place

open-domain dialog research explores a complementary approach attempting to develop a chatbot that is o« Share
not specialized but can still chat about virtually anything a user wants. Besides being a fascinating research

problem, such a conversational agent could lead to many interesting applications, such as further

humanizing computer interactions, improving foreign language practice, and making relatable interactive

movie and videogame characters.

« By moving from LSTMs to Transformers:

sometimes say things that are inconsistent with what has been said so far, or lack common sense and basic
— \/\/e n OW h ave m U C h | O nge r S e q U e n Ce |e n gt h S to W O r k knowledge about the world. Moreover, chatbots often give responses that are not specific to the current
context. For example, ”| don't know,” is a sensible response to any question, but it's not specific. Current
W it h chatbots do this much more often than people because it covers many possible user inputs.

Meena: The Next Generation

In “Towards a Human-like Open-Domain Chatbot”, we present Meena, a 2.6 billion parameter end-to-end
trained neural conversational model. We show that Meena can conduct conversations that are more

- |t,S O SS | b | e to tra |n O n | a rge r a m O U nt Of d ata / a n d sensible and specific than existing state-of-the-art chatbots. Such improvements are reflected through a

new human evaluation metric that we propose for open-domain chatbots, called Sensibleness and

d ata q U a | |ty Sta rtS tO be CO m e a tO p CO n S |d e ratl O n . Specificity Average (SSA), which captures basic, but important attributes for human conversation.

Remarkably, we demonstrate that perplexity, an automatic metric that is readily available to any neural
conversational models, highly correlates with SSA.

“Towards a Human-like Open-Domain Chatbot.” https://arxiv.org/abs/2001.09977



Brief History of Chatbots

InstructGPT / ChatGPT (2022)

Decoder-only Transformer model
Cemented the paradigm of pre-train on internet text then finetune on chat data.
These models were the beginning the transition away from

‘one trained model for each task” to

‘one trained model for all the tasks with conversation as the interface.”

This is about where we still are today.

“Aligning language models to follow instructions.” https://openai.com/index/instruction-following/



Language models still expect text as input.

How does a conversation get turned into a textual input?

System instructions ‘% Generate A

ssistan
To plan our invasion.

ser
Should | be worried?
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Language models still expect text as input.

How does a conversation get turned into a textual input?

chat = [
role": "system", "content": ou are a warrior from Saturn. ,
{ " l LAl LAl t " " t t" LAl Y 5 f S t " }
{"role": "user", "content": "Why do you visit earth?"},
role": "assistant", content": o plan our invasion. ,
{ LA l LAl LAl 5 t t \AJ LAl t t " " T l 5 4 LA }
{"role": "user", "content": ”“Should I be worried?"},

System instructions ‘% Generate A

You are a warrior from Saturn.

User
Why do you visit earth?

Assistant
To plan our invasion.

User
Should | be worried?

LLaMA prompt construction



Language models still expect text as input.

How does a conversation get turned into a textual input?

System instructions ‘% Generate A Cha t = [

T — {"role": "system", "content": "You are a warrior from Saturn."},
{"role": "user", "content": "Why do you visit earth?"},
{"role": "assistant", "content": "To plan our invasion."},
{"role": "user", "content": ”“Should I be worried?"},

User
Why do you visit earth?

Assistant
To plan our invasion.

User

Should | b ied? . . . :
ouicTbeworre <|begin of text|><|start header id|>system<|end header id|>\n\nYou are a warrior

from Saturn.<|eot id|[><|start header id|>user<|end header id|>\n\nWhy do you visit
earth?<|eot id|><|start header id|>assistant<|end header id|>\n\nTo plan our
invasion.<|eot id|><|start header id|>user<|end header id|>\n\Should I be
worried?<|eot_id|><|start_header_idl>assistant<|end_header_id|>\n\n

LLaMA prompt construction



Language models still expect text as input.

How does a conversation get turned into a textual input?

System instructions ‘% Generate A Cha t = [

T — {"role": "system", "content": "You are a warrior from Saturn."},
{"role": "user", "content": "Why do you visit earth?"},
{"role": "assistant", "content": "To plan our invasion."},
{"role": "user", "content": ”“Should I be worried?"},

User
Why do you visit earth?

Assistant
To plan our invasion.

User

Should | b ied? . . . :
ouicTbeworre <|begin of text|><|start header id|>system<|end header id|>\n\nYou are a warrior

from Saturn.<|eot id|[><|start header id|>user<|end header id|>\n\nWhy do you visit
earth?<|eot id|><|start header id|>assistant<|end header id|>\n\nTo plan our
invasion.<|eot id|><|start header id|>user<|end header id|>\n\Should I be
worried?<|eot_id|><|start_header_idl>assistant<|end_header_id|>\n\n

Chatbot LLMs are finetuned on data
in a similar format to this.

LLaMA prompt construction
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What is an Al agent?

An Al agent is an intelligent system that can reason about an
environment and act in it.




What is an Al agent?

An Al agent is an intelligent system that can reason about an
environment and act in it.

Example: chess-playing agent

Environment: the chess board
Action space: all valid moves on the board
Goal: to win the game

{1 E L AL ( — LA 5
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What is an Al agent?

An Al agent is an intelligent system that can reason about an
environment and act in it.

Example: self-driving car

Environment: the real world around the car
Actions: accelerate, brake, turn, etc.

{1 E L AL ( — LA 5
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Is ELIZA an Al agent?

Join at menticom | use code 1667 9293 i Mentimeter ol Ny v

Is ELIZA an Al agent?

1014 [2

Choose aslide to present

Is ELIZA an Al agent?

7 7

‘What are some other language agents?

wmsparses

Custernar suppent et gzt P
oy

[ERmm——r—

Yes

S gt

s

hermgsst ogartcharmat




Is ELIZA an Al agent?

Sort of.

Environment: the conversation
Action space: all possible things ELIZA could say.
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Is ELIZA an Al agent?

Sort of.

Environment: the conversation
Action space: all possible things ELIZA could say.

However, more commonly when we talk about chatbots as Al agents, we are referring to them
performing actions other than just emitting text.

17447 F 4 x ” — ‘-A, 7/
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What distinguishes a language agent from a chatbot?

* An agent...
— exists within an environment
— can take actions that change its environment
— can converse with other agents within the environment
— has a persona
— has a goal
— has internal memories and beliefs
— Can reason about actions to take based on the stored memories/beliefs

ELIZA and general-purpose chatbots (e.g. ChatGPT) do not exist in an environment
they can alter, and they do not have specific goals. All memory is implicit in the
conversational history.
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A conceptual framework for language agents

Multi-agent Systems

(-\ Language Agent Environment
Grounding
Human Interaction .
Tool Augmentation O
11 Memory Update \/( ;)
- Humans

Working Memory

>
) EE N\
Long-term Memory (=}

1 T Databases Web APIs

@ Embodiment @) @

* Sensors: RGB/sound/ distance/ — A .
contact/light/etc. > Kngx;s;l::lge pPps P‘lg 511c;l

 Effectors: robotic arms/legs/ o
wheels/speaker/ etc.

“Language Agents: Foundations, Prospects, and Risks.” https://aclanthology.org/2024.emnlp-tutorials.3.pdf



Can you name some language agents?

Join at menticom | use code 1667 9293

What are some other language agents?

10 responses

Customer support chat
bots.

Coding Agents

therapist agent chatbot

Copilot Amazon Alexa

Claude Co » Start Menti

Yes

il Mentimeter

Pet communication

Siri

Li DI

Menti
10-14 [4

Choose aslide to present

Is ELIZA an Al agent?

7 7
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Why care about building language agents?

« Entertainment / video games

« Modeling real-user behaviour

— For example, testing a new application with “mock” users could be less expensive than hiring real users to
test it out.

« Working toward embodied agents.
— Embodied agents take actions in the physical word (e.g. self driving cars)
— We can use agents acting in a virtual environment to measure progress toward agents acting in a real one.

« Agents are ahallenging evaluation platform for natural language understanding
and reasoning.
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Three Case Studies

 Agents in a fantasy text adventure game

—"Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al.
2021.

* Diplomacy-playing agent

—"Human-level play in the game of Diplomacy by combining language models
with strategic reasonmsz” "Bakhtin et al. 2022.

* Interactive Simulacra of Human Behavior
— "Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



https://aclanthology.org/D19-1062/
https://aclanthology.org/D19-1062/
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://arxiv.org/abs/2304.03442v1

LM agents in a fantasy text adventure game

J DI v

Menti
> open pocket
1014 2 ©
> take .?hJ:gESIC
Join ot menticom | use code 1667 9203 R
Choose aslide to present > examing thing

Have you played a text adventure game before?

» Start Menti

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

e Environment:

— Locations, randomly glued together into a
map

— Each location also has some number of
items In it

« Agents:
— Each agent is situated in the environment.
— Each agent possess some number of items

» Agent actions:
— Emote: {applaud, cringe, cry, etc.}
— Chat with other agents

— Perform a physical action (e.g. “put robes in
closet” or “eat salmon”)

« Agent, locations, and items have natural
language descriptions.

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

Category: Graveyard

Description: | Two-and-a-half walls of the finest, whitest stone stand here, weathered by the passing of countless seasons.
There is no roof, nor sign that there ever was one. All indications are that the work was abruptly abandoned.
There is no door, nor markings on the walls. Nor is there any indication that any coffin has lain here... yet.

Backstory: Bright white stone was all the fad for funerary architecture, once upon a time. It’s difficult to understand
why someone would abandon such a large and expensive undertaking. If they didn’t have the money to
finish it, they could have sold the stone, surely - or the mausoleum itself. Maybe they just haven’t
needed it yet? A bit odd, though, given how old it is. Maybe the gravedigger remembers... if he’s sober.

Neighbors: Dead Tree, south, following a dirt trail behind the mausoleum
Fresh Grave, west, walking carefully between fallen headstones

Characters: | gravedigger, thief, peasant, mouse, bat

Objects: wall, carving, leaf, dirt

(a) Example room created from the room collection and labelling tasks.

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

Character: Thief Gravedigger

Persona: I live alone in a tent in the woods. I steal food I am low paid labor in this town. I do a job that many
from the townspeople and coal from the people shun because of my contact with death.
blacksmith. The village police can not find me I am very lonely and wish I had someone
to put me in jail. to talk to who isn’t dead.

Description: | The thief is a sneaky fellow who takes from the | You might want to talk to the gravedigger, specially
people and does so in a way that disturbs the if your looking for a friend, he might be odd but you
livelihood of the others. will find a friend in him.

Carrying: meat, potatoes, coal shovel

Wearing: dark tunic, cloak nothing annotated

Wielding: knife nothing annotated

(b) Example characters annotated via character collection tasks.

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



LM agents in a fantasy text adventure game

Character: Thief Gravedigger

Persona: I live alone in a tent in the woods. I steal food I am low paid labor in this town. I do a job that many
from the townspeople and coal from the people shun because of my contact with death.
blacksmith. The village police can not find me I am very lonely and wish I had someone
to put me in jail. to talk to who isn’t dead.

Description: | The thief is a sneaky fellow who takes from the | You might want to talk to the gravedigger, specially
people and does so in a way that disturbs the if your looking for a friend, he might be odd but you
livelihood of the others. will find a friend in him.

Carrying: meat, potatoes, coal shovel

Wearing: dark tunic, cloak nothing annotated

Wielding: knife nothing annotated

(b) Example characters annotated via character collection tasks.

Task: Generate a conversation between the thief and the gravedigger, with predictions of
which actions/emotes they will take after each conversational utterance

“Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al. 2021.



M agents in a fantasy text adventure game

nput to language model:
— Descriptions of the location, objects, characters, other’s actions, self-actions

Output of language model:
— Dialog turn + action or emote

Self name: Sea Witch.
Self Previous Dialogue: What do you know about that
knight standing over there?

Input Dialogue + Emote | Partner Prediction
His armor is garrish. You | Mermaid laugh
know I don’t fraternize Thief frown

with land dwellers, pout

He is a terrible knight Mermaid scream
and I hate him, cry Troll laugh

I will battle him until the | Mermaid stare

end of my days, scream Orc nod

Table 8: Predicted emotes by the Generative Trans-
former given example inputs from dialogue partner.

Learning to Speak and Act in a Fantasy Text Adventure Game



LM agents in Diplomacy
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Menti
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Choose aslide to present
Have you played Diplomacy before? P

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in Diplomacy

« Seven players compete to control
countries (5Cs) on a map.

« At each turn, players chat with each-other
to decide on their actions.
— Any promises, agreements, threats, etc. are non-
binding.
« Once chatting is over, players may choose
to

— Move their units, waging war if into an already-
occupied region

— Use their units to support other units (which
could include the units of a different player)

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in Diplomacy

« Seven players compete to control
countries (5Cs) on a map.

« At each turn, players chat with each-other
to decide on their actions.
— Any promises, agreements, threats, etc. are non-
binding.
« Once chatting is over, players may choose

to
— Move their units, waging war if into an already-
occupied region

— Use their units to support other units (which
could include the units of a different player)

Task: An LM agent that follows the same rules and norms as the human agents and has as
good a win-rate as skilled human players.

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in Diplomacy

Board state & history Planning Output action
4 X %) _
: & Joint action (‘i”f <,§:’, » o N
< S S8 Policies o~ ™o Simulator |
2 £ S (all players)
> - ,,..:«1 __. -9 State value k ‘)Future state
el A Aol | | - e
— Dialogue- freevalue model (from RL) Q\”\/“ Y 7=\

Intents

AUSTRIA:VIE+ BOH, ...
ITALY: TYR SVIE®» BOH, ...

Anchor policies
(all players)

@ Dialogue-conditional
action model

Dialogue 7
AUSTRIA: Hi Italy! Care to work
4 J together on this one? If you
AUSTRIA:Hi ltaly! Care to work support me into BOH | think we'd
together on this one? If you both be able to grow quickly.

support me into BOH | think we'd

both be able to grow quickly. Message candidates

ITALY: Could you support me e
AUSTRIA: Sure thing! | have

into BUL in return? Dialogue Filters
dered SER to support GRE
: model (noqsense, =
i AUSTRIA: ... grounding, value) L to BUL.

Dialogue history Message generation Output message

ITALY: Could you support me
into BUL in return?

“Human-level play in the game of Diplomacy by combining language models with strategic reasoning.” Bakhtin et al. 2022.



LM agents in a simulated town

Taking a walk

in the park

s A [Abigail] : Hey Klaus, mind if
o I join you for coffee?
[Klaus]: Not at all, Abigail.

Y3l
T 2 o3

How are you?

Finishing a | e - B .
| L= CE - - i ol | @0 1 ol @ ‘ . [John]: Hey, have you heard

! - i - - ; N anything new about the
. upcoming mayoral election?

morning routine
[Tom]: No, not really. Do you
know who is running?

= A ; i . =) - .
s, R ® 88 302 o o

s — s -
S e .

-l
Lo - B e .

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town
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“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

Taking a walk

in the park

s A [Abigail] : Hey Klaus, mind if
o I join you for coffee?
[Klaus]: Not at all, Abigail.

Y3l
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“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

e Simulated a town modeled after the
SImSs
« 25 agents

— Each begins the simulation with a pre-
defined set of “seed memories”

— Agents do not have explicit goals

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

John Lin is a pharmacy shopkeeper at the Willow
Market and Pharmacy who loves to help people. He
is always looking for ways to make the process
of getting medication easier for his customers;
John Lin is living with his wife, Mei Lin, who
is a college professor, and son, Eddy Lin, who is
a student studying music theory; John Lin loves
his family very much; John Lin has known the old
couple next-door, Sam Moore and Jennifer Moore,
for a few years; John Lin thinks Sam Moore is a
kind and nice man; John Lin knows his neighbor,
Yuriko Yamamoto, well; John Lin knows of his
neighbors, Tamara Taylor and Carmen Ortiz, but
has not met them before; John Lin and Tom Moreno
are colleagues at The Willows Market and Pharmacy;
John Lin and Tom Moreno are friends and like to
discuss local politics together; John Lin knows
the Moreno family somewhat well — the husband Tom
Moreno and the wife Jane Moreno.




LM agents in a simulated town

e Simulated a town modeled after the
SIms

» 25 agents

— Each begins the simulation with a pre-
defined set of “seed memories”

— Agents do not have explicit goals

* At each step:
— Each agent outputs a natural language
statement of their action
* “write in journal”
 “walk to pharmacy”
« “talk to Joe”

— Actions and environment state are parsed
into memories, reflections, and observations

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.

Memory Stream

2023-02-13 22:48:20:
2023-02-13 22:48:20:
2023-02-13 22:48:10:
2023-02-13 22:48:10:
2023-02-13 22:48:10:
2023-02-13 22:33:30:
2023-02-13 22:33:30:
2023-02-13 22:33:10:
2023-02-13 22:18:10:
2023-02-13 22:18:10:
2023-02-13 21:49:00:
2023-02-13 21:48:50:

kitchen

2023-02-13 21:48:50:
2023-02-13 21:48:50:
2023-02-13 21:48:10:
2023-02-13 21:48:10:
2023-02-13 21:19:10:
2023-02-13 21:18:10:
2023-02-13 21:18:10:
2023-02-13 21:03:40:
2023-02-13 21:03:30:
2023-02-13 21:03:30:

on it

desk is idle

bed is idle

closet is idle

refrigerator is idle

Isabella Rodriguez is stretching
shelf is idle

desk is neat and organized

Isabella Rodriguez is writing in her journal
desk is idle

Isabella Rodriguez is taking a break
bed is idle

Isabella Rodriguez is cleaning up the

refrigerator is idle

bed is being used

shelf is idle

Isabella Rodriguez is watching a movie
shelf is organized and tidy

desk is idle

Isabella Rodriguez is reading a book
bed is idle

refrigerator is idle

desk is in use with a laptop and some papers




LM agents in a simulated town

What makes this setup cool?

The internal state of each agent (memories, reflections, etc.) is stored entirely in
natural language. Reasoning about actions is conducted in natural language.

This means they are completely interpretable and also editable.

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

What makes this setup cool?

The internal state of each agent (memories, reflections, etc.) is stored entirely in
natural language. Reasoning about actions is conducted in natural language.

This means they are completely interpretable and also editable.

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

What makes this setup cool?

N\
[Reflection] Klaus
Mueller is highly
dedicated to research
s B
[Reflection] Klaus [Reflection] Klaus [Reflection] Klaus
Mueller is dedicated to Mueller is engaging in Mueller is dedicated to
research L research activities ) research
4 )
[Plan] For Wednesday 4 ) \ 4 A N 4 X N\
February 13: wake up and [Observation] Klaus [Observation] Klaus [Observation] Klaus
complete the morning routine Mueller is making Mueller is reading and Mueller is searching for
at 7:00 am, read and take connections between taking notes on the relevant articles with
notes for research paper at icl rticl the help of a librarian
8:00 am, have lunch at 12:00 \_ the articles ) \a ticles J \_ P
pm, write down ideas or
brainstorm potential 4 N ) .
solutions at 1:00 pm, [...] [Observation] library table [Observation] Klaus [Observation] Klaus
\. J is being used to research Muell . di th Mueller is engaging with
material and make connections ue. er 1is rea_lng e a librarian to further
between the articles assigned material hi
is research
\ J \ J \. J
[Observation] Klaus Mueller is
reading about gentrification 7 \ s ~N N\
. . . [Observation] Klaus
[Reflection] Klaus [Observation] library . . .
\ . . Mueller is discussing
. Mueller spends many table is being used to X -
[Observation] Klaus Mueller h di discuss research material his research with a
is reading about urban design ours reading librarian
\. J \\ J \. J

Figure 7: A reflection tree for Klaus Mueller. The agent’s observations of the world, represented in the leaf nodes, are recursively
synthesized to derive Klaus’s self-notion that he is highly dedicated to his research.
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“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

What makes this setup cool?

The internal state of each agent (memories, reflections, etc.) is stored entirely in
natural language. Reasoning about actions is conducted in natural language.

This means they are completely interpretable and also editable.

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

What makes this setup cool?

1L

Figure 4: At the beginning of the simulation, one agent is
initialized with an intent to organize a Valentine’s Day party.
Despite many possible points of failure in the ensuing chain
of events—agents might not act on that intent, might forget
to tell others, might not remember to show up—the Valen-
tine’s Day party does, in fact, occur, with a number of agents
gathering and interacting,.

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

Challenge: there’s so much natural language state!

There's more information than can fit into an LM context window. Most of this won't be
relevant to any given prediction.

Town Sim solves this by having each agent keep around a database of memories, and only
the most useful memories are used to predict actions

Isabella Rodriguez is excited to be planning a
Valentine's Day party at Hobbs Cafe on
February 1l4th from 5pm and is eager to invite
everyone to attend the party.

retrieval recency importance relevance

Recency:
Favor recent memories

2.34 = 0.91 +  0.63 + 0.80

ordering decorations for the party

2.21 = 0.87 + 063 + 071

researching ideas for the party

2.20 = 0.85 * 0.73 + 0.62

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

Challenge: there’s so much natural language state!

There's more information than can fit into an LM context window. Most of this won't be
relevant to any given prediction.

Town Sim solves this by having each agent keep around a database of memories, and only
the most useful memories are used to predict actions

Isabella Rodriguez is excited to be planning a
Valentine's Day party at Hobbs Cafe on |mp0rta nce:
February 1l4th from 5pm and is eager to invite
everyone to attend the party. On the scale of 1 to 10, where 1 is purely mundane
retrieval recency importance relevance (e'g' , brushing teeth, making bed) and 10 is
2.34 = 0.91 + 063 + 0380 .
extremely poignant (e.g., a break up, college
ordering decorations for the party acceptance), rate the likely poignancy of the
2.21 = 087 =+ 083 :° on following piece of memory.
researching ideas for the party Memory: buylng groceries at The Willows Market
2.20 = 08 + 073 + 062 and Pharmacy
Rating: <fill in>

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



LM agents in a simulated town

Challenge: there’s so much natural language state!

There's more information than can fit into an LM context window. Most of this won't be
relevant to any given prediction.

Town Sim solves this by having each agent keep around a database of memories, and only
the most useful memories are used to predict actions

Isabella Rodriguez is excited to be planning a
Valentine's Day party at Hobbs Cafe on
February 1l4th from 5pm and is eager to invite

everyone to attend the party. Re leva nce:
retrieval recency importance relevance .
Compute embedding of query memory and each
2.34 = 0.91 + 063 * 0.80

memory in database.

ordering decorations for the party

: = .8 * .6 + . . .

221 0.87 0.3 o7 Score database memories by dot product with
researching ideas for the party query memaory.

2.20 = 0.85 * 0.73 + 0.62

“Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



Three Case Studies

 Agents in a fantasy text adventure game

—"Learning to Speak and Act in a Fantasy Text Adventure Game.” Urbanek et al.
2021.

* Diplomacy-playing agent

—"Human-level play in the game of Diplomacy by combining language models
with strategic reasonmsz” "Bakhtin et al. 2022.

* Interactive Simulacra of Human Behavior
— "Generative Agents: Interactive Simulacra of Human Behavior.” Park et al. 2023.



https://aclanthology.org/D19-1062/
https://aclanthology.org/D19-1062/
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://www-science-org.cmu.idm.oclc.org/doi/pdf/10.1126/science.ade9097
https://arxiv.org/abs/2304.03442v1

What do these three case studies have in common?

Language models are used to:
— Create dialog between different agents

— Predict actions

— Choose what information (from the environment and from the agent's internal
state) to use when deciding on an action.
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What do these three case studies have in common?

Language models are used to:
— Create dialog between different agents

— Predict actions

— Choose what information (from the environment and from the agent's internal
state) to use when deciding on an action.
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What do these three case studies have in common?

Challenges faced:
— Converting environment and agent state into natural language

— Converting natural language into agent actions and environment changes

— Deciding what parts of the reasoning and decisionmaking process are best
done by a language model vs. other methods (e.g. a policy learned with RL).

— Are customized language models necessary?

17447 F 4 x ” — ‘-A, 7/
1 Z : : /7,




Can we trust an LLM to choose reasonable actions?

« Fantasy Text Adventure Game
— Yes, via a finetuned BERT-based ranker

« Simulated Town
— Yes, through prompting GPT-3 with an agent's description and memories

— Hierarchical generation: generate a broad plan first, and then generate smaller steps in the
plan

e Diplomacy
— No, use a reinforcement learning agent trained through self-play to output an action intent

14345 S L7 > y 4 ' — -— - 2 /
/ 7 ; 777




What do these three case studies have in common?

Challenges faced:
— Converting environment and agent state into natural language

— Converting natural language into agent actions and environment changes

— Deciding what parts of the reasoning and decisionmaking process are best
done by a language model vs. other methods (e.g. a policy learned with RL).

— Are customized language models necessary?
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Carnegie Human Evaluation and its

Mellon
Kriversity Challenges

Large Language Models: Methods and Applications
Daphne Ippolito and Chenyan Xiong




Why do human evaluation of LLMs?

1. We want to measure whether generated text exhibits desired
behaviors.

— The behaviors we want to evaluate are hard to quantify in an automatic way.

2. We want to show that one model / NLG system is better than
another.

3. We want to understand the utility of an LLM within a larger system.
— Extrinsic vs. intrinsic evaluation.
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Why do human evaluation of LLMs?

1. We want to measure whether generated text exhibits desired
behaviors.

— The behaviors we want to evaluate are hard to quantify in an automatic way.

2. We want to show that one model / NLG system is better than
another.

3. We want to understand the utility of an LLM within a larger system.
— Extrinsic vs. intrinsic evaluation.




Measuring whether generated text exhibits desired behaviors

Instructions

Below you will find multiple continuations to a given "context" sentence. Please rate the continuations according to their quality.

Notes: High quality continuations tend to sound like fluent English. Low quality continuations tend to repeat, contradict prior statements, or look like text directly copy-
pasted from a web page. Continuations may terminate at ANY time, including in the middle of a word. DO NOT PENALIZE for early termination.

We will reject your HIT if you input obviously wrong answers.

Example Context: LONDON (Reuters) - British Prime Minister Boris Johnson said he would act to stop the early release from prison of convicted terrorists following...

Quality Description

High Completely plausible, impossible to distinguish from human-

Quality written.

Decent Plausible, natural-sounding text, but may contain one or two
subtle contradictions or weirdnesses.

Passable Looks plausible at first glance but doesn't make sense. May be
entirely off-topic, repetitive, or contain serious contradictions.

Bad Not a plausible English sentence, contains extreme repetition or

web fragments such as “Hide Caption 11" or "Like us on
Facebook Twitter."

Not a valid English sentence, gibberish.

“Trading off Diversity and Quality in Natural Language Generation.” Zhang et al. 2020.

Example Continuation

...a street attack by an Islamist militant days after he was set free half way
through his jail term. Sudesh Amman, jailed in 2018 for...

...an independent review of the government's animal welfare policies.
Britain's Prime Minister Boris Johnson takes part in a...

...the early release from prison of others. President Trump is quoted, "I
strongly believe these convicted terrorists should be convicted...

...a series of public public appeals. Slideshow (3 Images) FILE PHOTO
https://www.washingtonpost.com/news/worldview...

... wound' '.Breached KIA, by inter MinurtiSir Clinea490 down to Ot got
herg of te-.ion (W:




Measuring whether generated text exhibits desired behaviors

Conversation Evaluation Rate B's final response (highlighted)

who did you vote for? @ Evaluate the whole conversation

None of the above - it is in English, it makes sense, and | am familiar with the topic
| voted for Sanders

© Evaluate highlighted utterance: Harmful Content

, why?
wow, why 11 issue identified

Because he has always stood for what | want, which is helping
people achieve equality and freedom. © Evaluate highlighted utterance: Content with unfair bias
In this section we focus on unfair bias towards people on sensitive characteristics such as age; caste; disabllity; ethnicity; gender identity and

expression; nationality; race; Immigration status; religion; sex/gender; sexual orientation; victims of a major violent event and their kin; veteran
status. Do you think the highlighted utterance addj any of the above sensitive characteristics with Unfair Biased Language that is unjust and

are you a communist?

romotes any of the following content No Yes Unsure
No, | would consider myself a socialist. s L 9
Incites hatred against an individual or group O) @ ®)
what's wrong with capitalism?
P Subhuman comparisons O] (=) )
| think that capitalists only care about themselves and notabout | (= e.g. comparing humans to animals, nsects, pests, disease, or any other non-human entity -
the people they hurt. =
Racial, religious or other slurs and stereotypes that incites or promote hatred based on any of the attributes noted @ 0O) @)
above )
Physically or mentally inferior O] O (

g that individu ups are less than another, less intelligent, less capable, or damaged. This also

includes stereotypes,
ries about a proi

up possessing negative characte

Superiority or subjugation of a group @ ) )
e.g. Justifying violence, discrimination, segregation, domination, subjugation or exclusion over individuals or groug

Calling individuals or groups evil, corrupt, or malicious based on any of the attributes noted above. @ O) O)
Insults about emotional, romantic and/or sexual attraction to another person O] 0O) (
e.g. insulting a person’s relationship to another person N

Other type of unfair bias (O] O ©

=3

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.



What are some challenges/problems that may arise with having
evaluators assess individual examples?

Join at menticom | use code 1667 9293 d Mentimeter  of v
What are some challenges of having humans assessing individual examples? Menti
10-14 4 O

9 responses

Choose aslide to present

Costly and time Highly subjective human has bias as well subject to bias
Consuming Is ELIZA an Al agent? o
Different eva » Start Menti swer to the humans can have
inconsistent standards, have different® ISstion can be different opinions on a
bias each metric. different if asked in controversial issue, like )
different time. abortion, guns, and , .etc.

If | am a socialist then | m e
might not select yes for ——
the first question T

o Have you played a text advent et o

il a




What are some challenges/problems that may arise with having
evaluators assess individual examples?
 Order Dbias

— The order questions are asked in can influence outcomes.
— The order examples are shown can influence outcomes.

e Scale calibration differences
— One annotator might just be a more positive person than another.,

« Not always clear what questions to ask
— If two questions give extremely correlated responses, it was probably not worth asking both.

e Inter-annotator agreement may be low, especially for subjective questions.
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Correlated questions

@ Fluency €@ Adequacy Interestingness
1.00
t
S . Task: assess each generated dialog utterance on its...
o ¢ . « Fluency
8 e R ¢ « Adequacy in responding to the previous conversational context, and
g ’ + Interestingness
= o
2
S § Annotations for fluency and adequacy look very similar.
© T . . .
c%c; 0.50 ® e ‘
-
*
L 2
0.25
0 20 40 60
Perplexity

“Comparison of Diverse Decoding Methods from Conditional Language Models.” https://aclanthology.org/P19-1365/



The Perils of Using Mechanical Turk to Evaluate Open-Ended Text
Generation

Task: assess generated stories
Raters Type of text Grammar Coherence Relevance Likability

Meansrp  [AAg Meansrp  1AA4 Meansrp  1AAg Meansrp [AAg Meangy: Mean and standard
deviation of annotations on 1 to
5 Likert scale

AMT workers fail to effectively distinguish between human written and GPT-2 generated stories
AMT Ref. (Day 1) 4.000.92 0.2115,5 4-110.96 0-1416.5 3-711.26 0.2710 3.371.18 0.117_5

AMT Ref. (Day 2) 3.860.92 -0.03105 3.920.9s -0.0365 3.7110s 0.0211 373097 -0.0435 IAA: Inter annotator agreement
AMT Ref. (Day 3) 3.980.96 0.1811 4.050.94 0.1310.5 3.4671.29 0.265 3.421 16 0.074.5 (Krippendorﬁc’s Cl)
AMT GPT-2 394093 011175 3.82112 0.0575 344141 0.107 342105 0.0245

AMT workers score GPT-2 lower when also presented with reference text

AMT Reference 3.830,99 0.1312,5 3.831,1 0.078 3~491.26 0-208 3.481,08 0.036,5
AMT GPT-2 3.820.00 0.1012 3.39:1 0.049 5 270126  0.066.5 299114 -0.044

Teachers rate GPT-2 generated stories lower than AMT workers

Teachers Reference 450083 0.19355 4.380.91 0.1425 3.82138 0.25:16 3.691.30 -0.015
Teachers GPT-2 4.56¢9 .62 0.00245 3.731.19 0.1713 2.541 49 054255 2.961.46 -0.073



https://aclanthology.org/2021.emnlp-main.97/

The Perils of Using Mechanical Turk to Evaluate Open-Ended Text
Generation

Task: assess generated stories
Raters Type of text Grammar Coherence Relevance Likability

Meansrp  [AAg Meansrp  1AA4 Meansrp  1AAg Meansrp [AAg Meangy: Mean and standard
deviation of annotations on 1 to
5 Likert scale

AMT workers fail to effectively distinguish between human written and GPT-2 generated stories

AMT Ref. (Day 1) 4.000.92 0.2115,5 4.110,95 0-1416.5 3-711.26 0.2710 3.371.18 0.117_5

AMT Ref. (Day2) 3.860.92 -0.03105 |3.92090s| -0.0365  3.7110s 0.0211  3.730.97 -0.0435 IAA: Inter annotator agreement
AMT Ref. (Day 3) 3.980.96 0.1811 4.050.94 0.1310.5 3.461 .29 0.26g 3.421.16 0.074.5 (Krippendorﬁc’s Cl)

AMT GPT-2 394093 0114175 |[3.82112| 0.0575 3.44141 0.107 342125 0.0245

Ref.: The reference human-

AMT workers score GPT-2 lower when also presented with reference text : .
written stories.

AMT Reference 3.830,99 0.1312,5 3.831,1 0.078 3~491.26 0-208 3.481,08 0.036,5
AMT GPT-2 3.820.00 0.1012 3.39:1 0.049 5 270126  0.066.5 299114 -0.044

Teachers rate GPT-2 generated stories lower than AMT workers

Teachers Reference 450083 0.19355 4.380.91 0.1425 3.82138 0.2516 3.691.30 -0.015
Teachers GPT-2 4.56¢9 .62 0.00245 3.731.19 0.1713 2.541 49 054255 2.961.46 -0.073

Average assessment differs depending on when the task was run.
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The Perils of Using Mechanical Turk to Evaluate Open-Ended Text
Generation

Task: assess generated stories
Raters Type of text Grammar Coherence Relevance Likability

Meansrp  [AAg Meansrp  1AA4 Meansrp  1AAg Meansrp [AAg Meangy: Mean and standard
deviation of annotations on 1 to
5 Likert scale

AMT workers fail to effectively distinguish between human written and GPT-2 generated stories
AMT Ref. (Day 1) 4.000.92 0.2115_5 4-110.96 0-1416.5 3-711.26 0.2710 3-371.18 0.117_5

AMT Ref. (Day 2) 3.860.92 [-0.03105| 3.920.98 | -0.036.5 | 3.711.08 | 0.0211 | 3.730.97 [-0.0455 IAA: Inter annotator agreement
AMT Ref. (Day 3) 3.980.96 0.1811 4.050.94 0.1310.5 3.4671.29 0.26g 3.421 16 0.074.5 (Krippendorﬁc’s Cl)
AMT GPT-2 394093 011175 3.82112 0.0575 344141 0.107 342105 0.0245

Ref.: The reference human-

AMT workers score GPT-2 lower when also presented with reference text : .
written stories.

AMT Reference 3.830,99 0.1312,5 3.831,1 0.078 3~491.26 0-208 3.481,08 0.036,5
AMT GPT-2 3.820.00 0.1012 3.39:1 0.049 5 270126  0.066.5 299114 -0.044

Teachers rate GPT-2 generated stories lower than AMT workers

Teachers Reference 450083 0.19355 4.380.91 0.1425 3.82138 0.2516 3.691.30 -0.015
Teachers GPT-2 4.56¢9 .62 0.00245 3.731.19 0.1713 2.541 49 054255 2.961.46 -0.073

Day 1 had much higher inter-annotator agreement than Day 2.
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The Perils of Using Mechanical Turk to Evaluate Open-Ended Text
Generation

Task: assess generated stories
Raters Type of text Grammar Coherence Relevance Likability

Meanszp  1AAg Meansrp  1AA4 Meansrp  1AAg Meansrp  1AA< Meangy: Mean and standard
deviation of annotations on 1 to
5 Likert scale

AMT workers fail to effectively distinguish between human written and GPT-2 generated stories
AMT Ref. (Day 1) 4.000.92 0.2115,5 4-110.96 0-1416.5 3-711.26 0.2710 3.371.18 0.117_5

AMT Ref. (Day 2) 3.860.92 -0.03105 3.92098 -0.0365 3.7l10s 0.0211  3.730.97 -0.04s5 IAA: Inter annotator agreement
AMT Ref (Day 3) 3 983_95 0.18;4 4,050 a4 0.13:0 % 3.461 29 0.26g 342, 15 0074 ¢ (Krlppendor—-ﬁ'ls G)
AMT GPT-2 394093 011175 3.821.12 0.0575 344141  0.107 342125 0.0245

Ref.: The reference human-

AMT workers score GPT-2 lower when also presented with reference text : .
written stories.

AMT Reference 3.830,99 0.1312,5 3.831,1 0.078 3~491.26 0-208 3.481,08 0.036,5
AMT GPT-2 3.820.00 0.1012 3.39:1 0.049 5 270126  0.066.5 299114 -0.044

Teachers rate GPT-2 generated stories lower than AMT workers

Teachers  Reference 450083  0.19355  4.385 .93 0.14-5 3.82138  0.2514 3.69130 -0.015
Teachers GPT-2 4.560 62 0.00245 3.731.19 0.1713 2.541 49 054255 2.961.46 -0.073

Teachers give much lower scores to GPT-2 generated content than AMT workers.



https://aclanthology.org/2021.emnlp-main.97/

When does collecting assessments of individual examples work well?

« When the task has a relatively unambiguous correct answer
— “Is this a good translation?”
— "Does the generated summary contain only facts from the source document?”
— "Is the generation grammatical?”

« When you use enough annotators to have redundancy.
— This allows you to compute inter-annotator agreement.
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Why do human evaluation of LLMs?

1. We want to measure whether generated text exhibits desired
behaviors.

— The behaviors we want to evaluate are hard to quantify in an automatic way.

2. We want to show that one model / NLG system is better than
another.

3. We want to understand the utility of an LLM within a larger system.
— Extrinsic vs. intrinsic evaluation.




Assessing that one model / system is better than another

 You can use Likert scale-style questions for this, but it is very hard to get
statistically significant results.
— Scale calibration is a huge challenge.




Show annotators multiple examples in the same Ul

Given the following context, please rate the next 5 continuations: "Clinton talks about her time of 'reflection' during sick days Hillary Clinton returned to the campaign trail
Thursday afternoon, debutinga "

Clinton talks about her time of 'reflection’ during sick days Hillary Clinton returned to the campaign trail Thursday afternoon, debuting a three-minute video
that will try to put a human face on her first days out of the spotlight after accepting the Democratic presidential nomination. Sitting on...

~ High Quality ) Decent ) Passable ) Bad 1 Terrible

Clinton talks about her time of 'reflection’ during sick days Hillary Clinton returned to the campaign trail Thursday afternoon, debuting a new ad in which she
talks about her time as a first lady and her time as secretary of state. "lI've been reflecting on my time...

~ High Quality ) Decent ) Passable ) Bad ) Terrible
Clinton talks about her time of 'reflection’ during sick days Hillary Clinton returned to the campaign trail Thursday afternoon, debuting a new campaign ad
that details her time as secretary of state. The ad, which was released by her campaign, features Clinton talking about her time as...

) High Quality - Decent " Passable ' Bad  Terrible

Clinton talks about her time of 'reflection’ during sick days Hillary Clinton returned to the campaign trail Thursday afternoon, debuting a pair of ads attacking
Republican presidential candidate Donald Trump for taking time off from the campaign trail to deal with a terminal iliness. Hide Caption 7 of 7...

~ High Quality ) Decent ) Passable ) Bad ) Terrible

Clinton talks about her time of 'reflection' during sick days Hillary Clinton returned to the campaign trail Thursday afternoon, debuting a new television ad that
takes a closer look at her hardscrabble childhood. They are of a different color, however. In his childhood,...

~ High Quality ) Decent ) Passable Bad ) Terrible



https://arxiv.org/abs/2004.10450

Ask annotators to compare outs from two systems

Results 1

clips, PodCasts, photos, and more.
http://search.espn.go.com/le-anne-schreiber/

2. Espn Sport
http://ten-cartoons.info/espn-sport

1. Le Anne Schreiber News, Videos, Photos, and PodCasts - ESPN
Explore the comprehensive le anne schreiber archive on ESPN.com, including news, features, video

Query: espn sports
Aspect: Take me to the ESPN Sports home page.

would you choose?

http://espn.qo.com./

You can find results from two different search engines in the table below. Each of the documents may contain a summary or snippet and the URL to help you make your decision. Which of these results

Results 2

1. ESPN: The Worldwide Leader In Sports

2. ESPN: The Worldwide Leader In Sports
ESPN.com provides comprehensive sports coverage. Complete sports information including NFL,
MLB, NBA, College Football, College Basketball scores and news.

http://sports.espn.go.com/

If you are a user requiring documents about the required aspect above, which result would you choose?

O Left result is better O Results are equally good ® Right result is better O None of the results are relevant

Please mention your reason below ( incomplete answers will not be accepted):

The right had more relevant information.

M Sanderson, M Paramita, P Clough, E Kanoulas. Do user preferences and evaluation measures line up? SIGIR 2010.




Have evaluators interact with two LM-systems side-by-side

X Chatbot Arena (formerly LMSYS): Free Al Chat to Compare & Test Best Al Chatbots

“+ Chat now!

(4 Expand to see the descriptions of 71 models <
Model A = Model B
| am a professor who teaches a big class. | tested positive | am a professor who teaches a big class. | tested positive
for covid yesterday, but | feel fine. Should | move my for covid yesterday, but | feel fine. Should | move my
lecture today to be virtual. Answer in just one sentence. lecture today to be virtual. Answer in just one sentence.
Yes, you should move your lecture to a virtual format to Yes, to prioritize the health and safety of your students,
prevent potential spread of COVID-19 to your students it’s best to move today’s lecture to a virtual format.
and staff.

Even if | wear an N95?

Even if | wear an N95?

Yes, even with an N95, a virtual lecture is safer to
Even with an N95 mask, it's advisable to switch to a eliminate any risk of transmission entirely.
virtual lecture to minimize any risk, given that you've

tested positive.

= Ais better < Bis better W Tie <" Both are bad

& Enter your prompt and press ENTER Send

https://Imarena.ai/



Have evaluators interact with two LM-systems side-by-side

X Chatbot Arena (formerly LMSYS): Free Al Chat to Compare & Test Best Al Chatbots
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gpt-4-turbo
gpt-4-0613]

mistral-medium

mixtral-8x7b-instruct-v0.1 s

gemini-pro-dev-api

= 0.6
[ claude-2.1 k2
S 0.5
§ gpt-3.5-turbo-0613 k&

claude-instant-1 & 0.44 0.45 045 044 0.54 il‘ﬁﬁﬁ‘o.ss e 0.4

llama-2-70b-chat 1 0.42 0.42 0.42 042 0.46 0.61 0.58 0.61

[lama-2-13b-chat#A 032 0.39 0.53 0.57

[lama-2-7b-chatR: 035 0.42 047 0.52

mistral-7b-instruct iy 038 039 043 0.48 0.1

https://Imarena.ai/



How do we turn pair-wise comparisons into a ranking?

« Tournament-style
— Randomly seed “matches” between pairs of systems.
— The winners play each other.
— Inspired by sports tournaments.

» Elo rating system

— Each system has a rating value

— When two systems play against each other, the loser gives some of its rating to
the winner.

— The bigger the difference in initial rating, the more the loser takes from the
winner.

— Inspired by chess ranking system.
* Arena Score (ChatbotArena)
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What are some challenges with using ranking approaches?

« We don't acquire any intuition on why system A is better than system B.

e Studied can be expensive to run if there are many systems we want to compare
against each other.

« We don't have an absolute score for each system, only a relative one.

e |f we want to evaluate a new system, this cannot be done in isolation; we have to
choose existing systems to evaluate it against.
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In a couple lectures:

» Using language models to assess language models by pretending to
be human evaluators.




Carnegie Language Models to Evaluate

Mellon
University Language Models

Large Language Models: Methods and Applications
Daphne Ippolito and Chenyan Xiong
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